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UAV applications

Food delivery Epidemic monitoring and control

Environmental exploration Agriculture

Challenge: Dramatically increasing C&C data under high

transmission frequency brings a heavy burden on the

existing bit-oriented cellular network design.



System model

❑ BS serves as the ground control station(GCS) and periodically generates the C&C 

signal.

❑ GCS will receive one acknowledge character(ACK) if the C&C signal is received 

successfully.

❑ UAV user equipment (UAV-UE) flies in a circular horizontal disk with radius R
and height H.
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System model

❑ The path loss from BS to UAV

(1)

❑ The SNR of the received signal at UAV

(2)

where 𝑃LoS and 𝑃NLoS are the LoS and NLoS probility, 𝜂 is the path loss coefficient,
𝛼 is the pass loss exponent, 𝛽 is the small − scale Rayleigh fading.

where P represents the transmit power of BS, and 𝜎2 is Additive White Gaussain Noise (AWGN)

power.

ℎ = 𝑃LoS𝜂LoS + 𝑃NLoS𝜂NLoS
4𝜋𝑑𝑓𝑐
𝑐

𝛼

𝛽

SNR =
Pℎ

𝜎2
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Problem Formulation

❑ Successfully decode the C&C message or not

(3)

16/30

𝛿 = ቊ
1, SINR > 𝛾
0, else

We aim to optimize the TOSA information of the downlink C&C transmission 

based on the similarity and AoI of C&C data

(4)

In (4), 𝐴𝑡 decides whether to transmit or drop the C&C signal at GCS at the 𝑡th TTI, 𝑈𝑡 is all prior historical 

observations before the beginning of every transmission time interval (TTI) 𝑡, 𝑂𝑡 is observed history and can be 

defined as 𝑂𝑡 = {𝐴𝑡−1, 𝑈𝑡−1, … , 𝐴1, 𝑈1}, 𝑅𝑡 is the reward, and 𝛾 ∈ [0,1) is the discount rate for the performance in 

future TTIs.

P1 : max
{𝜋 𝐴𝑡 𝑂𝑡 }



𝑘=𝑡

∞

𝛾𝑘−𝑡 𝔼𝜋 𝑅𝑡 ,
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Reward Design

TOSA Information: we define the reward Rt+1 as a function related to the

observed similarity between adjacent C&C signals Lt and Lt−1 and the AoI

It and It−1 , which is defined as

where the similarity quantifies the importance of C&C related to the task, and 

AoI quantifies the freshness of the C&C signal.

Value of Information: to quantify the difference between consecutive C&C

signals, we define the similarity as

𝑅𝑡+1 = ቊ
𝑓 𝐿𝑡 𝑔 𝐼𝑡 Successful transmission
0 Faliure transmission,

𝐿𝑡 = σ𝑖
𝜇𝑖(𝑀𝑖

𝑡−𝑀𝑖
𝑡−1)

𝑅𝑖
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Reward Design

To normalize the similarity value, we utilize the sigmoid function as

where 𝜅 controls the gain, and 𝜁 controls the cutoff.

Age of Information (AoI) is the metric to characterize the freshness of the 

information, it can be derived as:

𝐼𝑡 = 𝑡𝑟𝑐𝑣 − 𝑡𝑔𝑒𝑛 =
Ncc

𝐵log(SNR + 1)
,

where Ncc is the size of C&C signal, and 𝐵 is the bandwidth. In 𝐼𝑡, 𝑡𝑟𝑐𝑣 is the 

time that the packet is received by the UAV-UE and confirmed by ACK, and 

𝑡𝑔𝑒𝑛 is the generated time of C&C signal at the GCS. 

We then normalize 𝐼𝑡 as

where ∆T is the duration of each TTI.

𝑓(𝐿𝑡) =
2

1 + 𝑒−𝜃(𝐿
𝑡−𝜁)

− 1

𝑔 𝐼𝑡 = 1 −
𝐼𝑡

Δ𝑇
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DRL-based TOSA Com for C&C signal

❑ State

❑ Action

We adopt DQN algorithm.

𝑆𝑡 = 𝐿𝑡 , 𝐼𝑡 , 𝐴𝑡

𝐴𝑡 = 0 𝑜𝑟 1
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Simulation Environment and Results

Table : Simulation parameters

Figure: Reward for convergence
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Simulation Results

Figure: Agent decisions with repetitive times k = 3.
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Simulation results

Figure: Number of C&C Transmission Times
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Simulation results

Figure: Effective Transmission Rate.
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Conclusions

❑ We developed a general TOSA communication framework for UAV 

C&C transmission

❑ We defined age of information (AoI) and similarity to quantify the 

semantic-level and effectiveness-level performance, respectively.

❑ We proposed a general DRL algorithm to optimize the TOSA 

information of the downlink C&C transmission based on the similarity 

and AoI of C&C data.

❑ Our numerical results shed light on that our proposed TOSA framework 

can guarantee the C&C task execution with much fewer communication 

resources.
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Augmented Reality 
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Introduction

Fig. 1: AR applications

AR application

Interactive Gaming Virtual Meeting

Virtual Gym Remote Control
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Introduction

Traditional Communication Framework for Augmented Reality:

❑ Use the point cloud as the basic recovery unit.

❑ Low reliability and high latency.

Semantic Communication Framework for Augmented Reality:

❑ Support real-time changes for

the vast amount of associated

information.

❑ Focused on identifying the

semantic content of traditional

data, such as text, speech, and

images.

Fig. 2: Traditional Communication Framework

Fig. 3: Semantic Communication Framework
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Introduction

Challenges:

❑ Task-oriented semantics-aware/ semantic communication framework in

AR applications has been proposed.

❑ Current research in wireless AR applications has not fully addressed the

representation data concerning the effectiveness of avatar transmission.

❑ The definition and extraction methods for task-oriented semantics-aware

communication in AR applications have not been explored.

28



System model

Traditional Point Cloud Communication Framework

Fig. 4: Traditional point cloud wireless AR framework.

[8] Z.-L. Zhang, U. K. Dayalan, E. Ramadan, and T. J. Salo, "Towards a Software-Defined, Fine-Grained QoS Framework for 5G and Beyond

Networks," in Proceedings of the ACM SIGCOMM Workshop on Network-Application Integration (NAI), August 2021, pp. 7-13.

[9] S. Van Damme, M. T. Vega, and F. De Turck, "Human-Centric Quality Management of Immersive Multimedia Applications," in Proceedings

of the IEEE Conference on Network Softwarization (NetSoft), June 2020, pp. 57-64.
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❑ Each model requires over 15,000 point cloud representations[8].
❑ Needs less than 10ms latency to achieve a satisfied QoE[9].



Point Cloud Collection

❑ The generated point clouds Ppc of AR application with FM POINTS plug-in 

consist of thousands of points 𝑣𝑖, which is denoted as

(1)

𝑁pc: the number of generated point cloud.

𝑙x, 𝑙y, 𝑙z : The location parameters.

(𝑐r, 𝑐g, 𝑐b): The color parameters.

𝐏pc = റ𝑣1, റ𝑣2,⋯ , റ𝑣𝑁pc
𝑇
where റ𝑣𝑖 = 𝑙x, 𝑙y, 𝑙z, 𝑐r, 𝑐g, 𝑐b

Fig. 5: Point Cloud Collection with FM Points [10].

[10] FM POINTS plug-in in Unity Store: https://assetstore.unity.com/packages/tools/modeling/fm-points-163045 
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Point Cloud Downsampling

𝐏dpc = റ𝑣1, റ𝑣2, ⋯ , റ𝑣𝑁d

𝑇
= 𝒟 𝐏pc

𝐏dpc: The point cloud data awaiting transmission.

𝑁d : The number of downsampled points.

(2)

❑ The process of point cloud downsampling with the farthest Point Sampling

(FPS), denoted as 𝒟(⋅), can be expressed as:

Fig. 6: Point Cloud Downsampling and Farthest Point Sampling[11].

[11] Li, Jingtao, et al. "An Adjustable Farthest Point Sampling Method for Approximately-sorted Point Cloud Data." 2022 IEEE Workshop 

on Signal Processing Systems (SiPS). IEEE, 2022.
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Wireless Communication

Fig. 7: Wireless Communication.

❑ Rayleigh fading channels, influenced by additive white Gaussian noise and

employing an Orthogonal Frequency Division Multiplexing (OFDM) scheme.

The overall SNR of the communication process within channel can be expressed

as

SNR =
σ𝑛=1
𝑁c ℎ𝑛 ⋅ 𝑠𝑛

2

σ𝑛=1
𝑁c 𝜎𝑛

2

𝑠𝑛: The transmitted signal. ℎ𝑛: The channel state gain. 𝜎𝑛
2: The subchannel noise.

(3)
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Point Cloud Downsampling

(4)

Fig. 8: Point Cloud Upsampling and Linear Interpolation [12].

❑ The upsampling process, denoted as 𝒰(⋅), can be expressed as follows:

𝐏upc = റ𝑣1, റ𝑣2,⋯ , റ𝑣𝑁u
𝑇
= 𝒰 𝐏dpc

′ ,

𝑙𝑥
𝑚𝑖𝑥 = (1 − 𝜆) ⋅ 𝑙𝑥

𝑖 + 𝜆 ⋅ 𝑙𝑥
𝑖+1

𝑙𝑦
𝑚𝑖𝑥 = (1 − 𝜆) ⋅ 𝑙𝑦

𝑖 + 𝜆 ⋅ 𝑙𝑦
𝑖+1

𝑙𝑧
𝑚𝑖𝑥 = (1 − 𝜆) ⋅ 𝑙𝑧

𝑖 + 𝜆 ⋅ 𝑙𝑧
𝑖+1

[12] Chen, Yunlu, et al. "Pointmixup: Augmentation for point clouds." Computer Vision–ECCV 2020: 16th European Conference, Glasgow, UK, 

August 23–28, 2020, Proceedings, Part III 16. Springer International Publishing, 2020.

(5)

❑ The linear interpolation is represented as

𝑐𝑥
𝑚𝑖𝑥 = (1 − 𝜆) ⋅ 𝑐𝑥

𝑖 + 𝜆 ⋅ 𝑐𝑥
𝑖+1

𝑐𝑦
𝑚𝑖𝑥 = (1 − 𝜆) ⋅ 𝑐𝑦

𝑖 + 𝜆 ⋅ 𝑐𝑦
𝑖+1

𝑐𝑧
𝑚𝑖𝑥 = (1 − 𝜆) ⋅ 𝑐𝑧

𝑖 + 𝜆 ⋅ 𝑐𝑧
𝑖+1
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Point Cloud Rendering

Fig. 9: Point Cloud Rendering and defined data packet.

Level of Detail (LoD): Dynamically adjusts the number of rendered points

based on the user viewing distance and save on rendering resources.
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Task-oriented and Semantics-aware Communication

❑ Joint exploitation of information context and its importance to the task.

Fig. 10: Task-oriented and semantics-aware communication framework.
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Base Knowledge Extraction

Fig. 11: Base Knowledge.

Base knowledge 𝑩t𝑠𝑎𝑟 is represent as a subset of the following information:

avatar skeleton graph 𝒢, avatar initial position 𝑙a, avatar model ℳa, stationary

background model ℳs, stationary model position 𝑙s, and their appearance

meshes 𝒜a and 𝒜s.

Whenever a new object appears in the AR scene, the base knowledge at both

transmitter and receiver need to be updated synchronously.

𝑩tsar = ℳa,ℳs,𝒜a,𝒜s, 𝑙s . (6)
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Semantic Information Extraction

❑ The entire process of semantic extraction from cloud point 𝐏upc, denoted as  

𝒮(⋅),, can be expressed as

𝐃tsar: The semantic information of the AR application.

𝑁a : The total number of skeleton in avatar model.

റ𝐼𝑖
tsar: The semantic information in skeleton of the TSAR.

𝐃tsar = റ𝐼1
tsar, റ𝐼2

tsar,⋯ , റ𝐼𝑁a
tsar

𝑇
= 𝒮 𝐏upc, 𝜃s

Fig. 12: Semantic Information Extraction.

(7)
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Semantic Information Extraction

Semantics-aware network(SANet) :

Fig. 13: Semantic extraction process and SANet model parameters.

❑ Input Data: Downsampled point cloud geometry information 𝐏upc.

❑ Output Label: Semantic information 𝐃tsar of the skeleton point prediction.

𝐼𝑖
tsar = 𝑙x, 𝑙y, 𝑙z, 𝑟w, 𝑟x, 𝑟y, 𝑟z , 𝑖 ∈ 0, 𝑁a (8)
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Skeleton Graph Formation (𝒢)

We consider three components in each skeleton:

1. Quaternion rotation   2. Euler angle   3.Vector position

Skeleton Graph notation:

❑ Node: Each skeleton in avatar is denoted as a node in a graph 𝒢.

❑ Neighbor node: The node connect with each other.

❑ Neighbor nodes distance: The distance between two skeletons in avatar model.

Fig. 14: Avatar Skeleton Graph Formation.
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Semantic Information Definition 

Fig. 15: The semantic information of TSAR and Euler based TSAR (E-TSAR).

𝑒p
𝑒r
𝑒y

=

arcta n
2 𝑟y𝑟z + 𝑟w𝑟x

1 − 2 𝑟x
2 + 𝑟y

2

arcsi n 2 𝑟w𝑟y − 𝑟x𝑟z

arcta n
2 𝑟x𝑟y + 𝑟w𝑟z

1 − 2 𝑟y
2 + 𝑟z

2

∗
180

𝜋 (9)
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Task-oriented Wireless Communication

The ranking weights of all semantic information 𝐃tsarare denoted as 𝑊𝑡𝑠𝑎𝑟and

can be formulated as

where 𝑤𝑖 represents the importance for avatar recovery of 𝐼𝑖
𝑡𝑠𝑎𝑟. Mapping the

skeleton information with higher importance with better channel state:

Fig. 16: Task-oriented Wireless Communication.

𝑊tsar = 𝒲 𝐃tsar, 𝒢 = 𝑤1, 𝑤2… ,𝑤𝑁a ,

ℳ 𝑊tsar, 𝒢, 𝐻c = 𝐼𝑖
ℳ(⋅)

ℎ𝑗 𝑖 ∈ 1, 𝑁a , 𝑗 ∈ 1,𝑁c .

(10)

(11)
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Avatar-based Semantic Ranking Algorithm

𝜔𝑖 =
𝑁𝐽

(1 − 𝛼)
+ σ

𝑗=0

𝑁𝐽 𝑑 𝐼𝑖,𝐼𝑗
× 𝜔𝑗

ℳ 𝑊tsar, 𝒢,𝐻c = 𝐼𝑖
ℳ(⋅)

ℎ𝑗 , 𝑖 ∈ 1, 𝑁a , 𝑗 ∈ 1,𝑁c .

(12)

(13)

Fig. 17: Avatar Skeleton.

Semantic ranking weights calculation:

Semantic information and subchannel mapping:
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Avatar Pose Recovery and Rendering

Fig. 18: Avatar Pose Recovery and Rendering.

❑ The received data 𝐷𝑡𝑠𝑎𝑟
′ is denoted as

𝐃tsar
′ : Received semantic information

𝐼𝑖
tsar′ : Single received skeleton information.

𝐃tsar
′ = റ𝐼1

tsar′, റ𝐼2
tsar′, ⋯ , റ𝐼𝑁a

tsar′
𝑇
,

ƶ𝒜𝑎 = ℛ 𝐃tsar
′ , 𝑩 .

❑ Avatar pose recovery process ℛ(⋅) is denoted as

(14)

(15)
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Avatar Pose Recovery

(17)

Δ𝑙 𝑖,𝑖−1 = 𝑟𝑖 × 𝑙𝑖−1

𝑙𝑖 = 𝑙𝑖−1 + Δ𝑙(𝑖,𝑖−1)

The relative distance Δ𝑙 𝑖,𝑖−1 between 

skeleton node (i-1) and its root node (i) 

can be represented as follows: 

The actual position of skeleton node 𝑖:

(16)

Fig. 19: Skeleton Graph

ƶ𝒜𝑎 = ℛ 𝐃tsar
′ ,𝑩 (18)

Avatar pose recovery:
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EC-TSAR

45/30

Fig. 20: The semantic information and base knowledge of EC-TSAR
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Problem Formulation

The overall TSAR framework aims to optimize task-oriented semantics-aware

communication for avatar-centric conferencing and gaming AR applications:

(19)
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Semantic Extraction Performance

Semantic-aware network(SANet) :

Fig. 21: SANet Accuracy.
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Mean Per Joint Position Error (MPJPE）Distance

Fig. 22 (a): TSAR Fig. 22 (b): E-TSAR

Fig. 22 (c): EC-TSAR
48



Mean Per Joint Position Error (MPJPE):

Fig. 23: MPJPE under various SNRs. 
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Time Delay

Fig. 24: Time Delay
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P2Point and PSNRy:

Fig. 25: PSNRy
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Demo Video
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Conclusion

❑ We proposed a task-oriented and semantics-aware communication 

framework in AR (TSAR) for avatar-centric end-to-end communication 

in AR applications.

❑ We applied an avatar-based semantic ranking (AbSR) algorithm to 

abstract features from the avatar transmission and recovery task-level.

❑ We demonstrated the TSAR superiority via numerous experiments.
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